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What’s in this session?

* Quick look at “Why” should we care?

* Abstract view of cloud data architectures
e Data Lakes
e Data Lake House
 Data Mesh

* Meta-questions
* What are these?
* When to consider them?
 What is required to build them?

* Walkthrough of some example architectures
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Two approch to get value from data

Theory

Theory
Hypothesis

Hypothesis
Observation

Pattern
Confirmation

Observation

* Know the questions to ask * Don’t know the questions to ask

Do alotof upfront work oplDown T e Little upfront work

* Model First (Schema on Write) * Model later (Schema on Read)



DWH is awesome if ..

* You aim to reduce stress on production system

* Want to do descriptive analytics (what happened, why it happened)
* Your data structure is predictable

* The data is a representation of an entity

* Optimise read access and sequential reads

* Need one version of truth

e Use for Master Data Needs

* Build Bl and Reports for Business Users



Data Lakes



Bottom Up Approach

Ingest all data Store all data

regardless of requirements in native format without
schema definition

Devices Social

G N

LOB
applications

N

Sensors

| - ®
@ Clickstream

Relational Clickstream

Do analysis
Using analytic engines
like Hadoop

Batch queries
4’ Interactive queries

=———» Real-time analytics

§ Machine Learning
Data warehouse




New kid on the block
Data Lake in Cloud




Data Lake as Platform
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Data Lakes is awesome if ..

* You want to store data inexpensively

* Need a central place to source data

 Treat it as a staging area / repository

* Technically equipped to work with Schema-on-Read

* Lookin to empower your data enginners and data scientists
e Support multiple data formats

* Enable predictive analytics



Sample implementation

Logical View
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Polestar Data Platform

Data Flow Diagram
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Data Lake House

Goodness of both DWH and Data Lake



Data Lake House

Bl and analytic
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Data Mesh

Or Data Fabric



Other Data Architectures

Eata Mesh / Data Fabric
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So what’s Data Mesh trying to do?

* Applied Domian Driven Design to Data

* Tries to NOT have multiple copies of data

* Access data where it is

* Provide generic data pipelines to address org wide concerns
e Utlise domain knowledge of the data owners

e Reduce egress cost’s by copying minimal data



Data Mesh Visualised
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Sample Implementations



Collect Meta-Data — Centralised Approach
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Collect Meta-Data — LOB Approach
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Final notes on Data Mesh

* (CON) Lack of industry definition on
 What exactly is it?
 How should the interface look like?
* Any standard approach to storage?

* (PRO/CON?) Data Expertise

* Each team needs a data expert
e Distibuted ownership, needs trust based environment

* (PRO) Access of data

* Better understanding of data
* Easy sourcing



Honorable Mention



Other Data Architectures
Delta Lakes

Integrations

...... OO L/ )
SPCJI",'(\Z presto .=~ é':link 23 trino I: §€kdfkd -Ra.;".}?,f,‘}?
«
Sgsrowfoe @), O vaario ) A o

Coming Soon: el

A

DELTA LAKE

(T
S pg=sc il

Ingestion Tables Refined Tables Feature/Agg Data Store
(Bronze) (Silver) (Gold)

Google Cloud

Your Existing Data Lake

(L

al

@ Inacl
HIOES]

[ala]a)

e S < i
Azure amazon ( ) ORACLE
Data Lake Storage S3 IBM Cloud = coup

Analytics
—» and Machine
Learning




Thank You! Questions?




